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166. The information provided by much of the industry is complemented by leaflets, 
websites and campaigns mounted by the voluntary sector. A CD on child internet safety 
produced by Childnet International—Know IT All for Parents—has been made available to 
all maintained schools in England free of charge: over one million orders were received 
within a few months.300 Childnet International cited O2 as a network operator which had 
agreed to use a checklist drawn up by Childnet, in its communications with customers, 
prompting parents with questions that they should ask mobile operators in order to ensure 
that available protective measures were in place on their child’s phone.301 BT listed many 
other sites offering safety advice, including Parentscentre.gov.uk, Kidsmart.org.uk, 
Getnetwise.org, Besafeonline.org and Saferinternet.org.302 

167. Jim Gamble, Chief Executive Officer of the Child Exploitation and Online Protection 
Centre (CEOP), reminded us of the educational work undertaken by the Centre, 
complementing its law enforcement activities. The Centre has launched a national 
campaign—Think U Know—providing advice on how to have fun online, how to stay in 
control online, and how to report online. Since July 2006, CEOP has trained over 4,000 
school liaison officers, educational professionals and local safeguarding children board 
members in the programme. Mr Gamble told us that “we want to make sure that our 
education programme goes to every single child in the country, not just the ones in 
mainstream schooling but those who are vulnerable and harder to reach”.303 CEOP has 
also established a Youth Advisory Panel, composed of 60 children aged between 11 and 16 
“working to help us ensure that all our resources and messaging remain contemporary, 
engaging and clear”.304 CEOP’s efforts in this area have been impressive, and we believe 
that it should have the resources to continue to fund this work. 

168. The wealth of information available to consumers in the UK may be almost 
overwhelming. BT accepted that all such sites appeared to provide good advice, even if they 
took different approaches, but it argued that “what is missing is an overall campaign that 
pulls all of the initiatives together”; and other witnesses agreed.305 Mr Lansman, Secretary-
General of the Internet Service Providers Association, pointed out that information needed 
to be available in hard copy format, which would be more likely to be read by parents than 
online information.306 

169. Several witnesses questioned how extensively filters were understood and used. 
Microsoft accepted that some of the tools which it offered to parents to filter harmful 
content were not very widely used, though this did not necessarily mean that there was low 
awareness.307 Childnet believed that there were still parents who were not aware of the tools 
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available, did not know how to use them or deactivated them because they blocked too 
much material.308  

170. BT disputed claims that uptake of parental controls was low. It observed that less than 
one third of UK households had dependent children and concluded that it had to be borne 
in mind, when dealing with figures for take-up of controls, that two thirds of households 
did not have dependent children. BT estimates that 42% of its broadband customers that 
have children aged between 5 and 15 have in fact set up parental controls.309  

171. The Australian Federal Government, in an attempt to increase general awareness of 
the value of filtering tools, used public funding to offer a filtered service or a free filter for  
home computers, either for download from a dedicated website or supplied on CD. 
Internet service providers were also required to offer filters to new and existing customers 
at no additional cost.310 

172. We also note the opinions of Professor Livingstone and Ms Millwood Hargrave that 
there is as yet little evidence that efforts to raise awareness have been effective in the extent 
or nature of risk or in affecting how children respond to risk. They concluded that while it 
seems likely that awareness and increased media literacy have a positive role to play in the 
management of content-related risks, more research in the area—and on what worked 
best—was urgently needed.311  

173. Other tools, besides filtering, are being developed for use by parents or carers in 
controlling children’s Internet access. Using Microsoft’s Family Safety Settings, parents can 
generate activity reports for each family user, chronicling their children’s Web browsing 
and online communication history.312 MySpace told us that it was developing software 
which, once downloaded onto a PC, would reveal information which had been provided by 
users (such as age, user name and home town). Parents could then establish whether their 
child had a MySpace profile and, if so, what age they had claimed to be, regardless of the 
computer subsequently used by that child to log into the MySpace site.313 

174. Childnet International told us that it firmly believed that the “key universal point of 
access in engaging with children, young people and schools in managing the potential and 
actual risks of engaging with the Internet is through schools”.314 The Children’s Charities’ 
Coalition for Internet Safety (CHIS) recommended that Internet safety skills should be a 
part of the PSHE element of the national curriculum,315 although it argued that to rely 
solely upon schools as the vehicle to reach parents would not be sufficient, as “some of the 
most vulnerable children and parents will have little contact with school”.316  
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The role of parents 

175. The Children’s Charities’ Coalition for Internet Safety told us that “in our experience, 
it tends to be that the majority of parents have a poor understanding of what children are 
actually doing online and an even poorer understanding of how to protect them in that 
space”.317 It commented on “the overwhelming gap between what parents know and what 
children know in terms of the technical aspects of IT”; and it recommended “a major 
public awareness campaign that educates adults and children about Internet safety”. 
Ofcom’s survey of children, young people and online content, published in October 2007, 
recorded high levels of concern among parents about Internet content but an alarming lack 
of knowledge about where to find information to help them protect their children online: 
57% of parents said that they did not know where to find such material.318  

176. Dr Byron told us that she had been struck by how people were not warning their 
children about the dangers of contact on the Internet because they were unaware of what 
their children were doing while they were online. She said that “a lot of people think when 
their kids are going online that they are watching television and so the Internet is used as 
an electronic nanny. It is not: it is actually like opening your front door and saying “Go on 
then, go and play””.319 Mr Gamble, Chief Executive Officer of the Child Exploitation and 
Online Protection Centre (CEOP), pursued a similar point: he observed that a parent who 
allowed a child to enter a shopping mall would first warn and educate that child about the 
dangers. He said that parents had “a responsibility with regard to how you empower young 
people with information which makes them safe”; he argued that the same responsibility 
applied in the online environment as in the offline one.320 

177. Yet parents can be unduly relaxed about their children’s activities on the Internet or 
when playing video games. Professor Livingstone spoke of “a kind of casualness within the 
home or a difficulty for parents” in regulating game-playing.321 Microsoft told us that 
parents tended to allow their children more freedom in the online world than in the offline 
world: for example, they would allow their children to play a computer game rated as 
suitable only for older children but would not allow their children to watch a film with 
such a rating.322 One witness told us of research suggesting that although the large majority 
of parents were aware of the existence of an age-related video rating system, they did not 
always operate it, possibly because they had not played video games themselves when 
children and were not familiar with the type of content.323 Dr Byron had herself witnessed 
an adult buying a classified game for a child, reasoning that it was “only a game”.324 

178. Ofcom, in support of its submission to the Byron Review, conducted a survey of 
research into Internet use and safety. It found that: 
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 “while many parents seem to have a good understanding of what their child uses the 
Internet for at home, there are some notable exceptions: they seem to be 
underestimating, in particular, game playing, watching video clips, using social 
networking sites and contributing comments to someone else’s webpage … Around 
one in five parents do not know if their child has a social networking site profile”.325 

Parents also appeared not to be fully aware of their children’s exposure to potentially 
harmful or inappropriate content when away from home, particularly when accessing the 
Internet at friends’ or relatives’ houses.326 The research exposed discrepancies between 
parents’ perceptions of their children’s Internet use and children’s accounts of their use: it 
would appear that parents often believe that their child does not have a social networking 
profile or has not viewed sites featuring user-generated content when the child claims that 
in fact they do have a profile or have viewed such content.327 Alternatively, parents may not 
appreciate fully the reach of sites hosting user-generated content: a Minister told us of his 
surprise at finding that one of his daughter’s videos on YouTube had been viewed by over 
100,000 people.328 Recent research commissioned by Orange found that 65 per cent of 
parents aged 41-60 had never accessed a social networking site while 65 per cent of under 
16s use social networking sites at least once a week. 

179. Childnet International warned that parents’ ignorance of the potential harm could 
isolate a child, who might choose not to confide in a parent who it perceived as being ill-
equipped to give advice. It also noted that young people might fear that the parent or carer 
would respond by confiscating their mobile phone or limiting their Internet access.329 
Microsoft told us that it advised parents to “make it clear from the moment you give your 
child online access that it will never be taken away because of them reporting inappropriate 
or offensive behaviour”, and it observed that only 17% of children who had been victims of 
cyberbullying had told their parents, precisely because they feared having their Internet 
access taken away.330 Dr O’Connell, Chief Safety Officer at Bebo, reinforced this point.331 

180. Ofcom clearly believes that responsibility will rest increasingly with parents. When we 
discussed with Ed Richards, Chief Executive Officer at Ofcom, how a regulatory 
framework might control access to content when technology was enabling access on 
demand to material beyond jurisdictional reach or was eroding the relevance of established 
controls such as the nine o’clock watershed for television broadcasts, Mr Richards replied: 
“Is it possible for parents to police the access of their children to certain content by using 
that software or that hardware in a particular way? I think in all honesty that is the territory 
we are heading into. It is very difficult to imagine us regulating the broadcast stream in a 
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particular different way unless we were to say that we are now going to stop certain content 
even after nine o’clock, which is almost unimaginable”.332 

181. Ms Church, Mobile and Broadband Safety Services Manager at Orange UK, told us 
that a child needed to be able to cope with the risks of the real world and that “there is no 
substitute for a parent sitting down, discussing what is safe and responsible use and 
ensuring complete understanding of what the risks are on the Internet.333 When we raised 
with Mr Purvis, the Partner for Content and Standards at Ofcom, the question of how to 
control children’s access to adult content which could now be downloaded on demand at 
any time of day, he pointed out that parents had a responsibility to use the tools available to 
control access: “parents have not shirked it over sending them to bed at nine o’clock so why 
somehow should it be thought acceptable for parents to shirk the responsibilities in an 
online area”?334  

182. In the past, parents have been able to exercise some control, if they chose, over their 
children’s Internet access, by siting home computers in a communal area such as the 
living-room, rather than in a child’s bedroom. While this remains a sound principle—and 
there are particular dangers in siting webcams in children’s bedrooms—it is of less value 
now that children often access the Internet through portable devices such as laptops or 
mobile phones, which allow unsupervised access. Mr Bartholomew, Head of Public Affairs 
at O2, pointed out that there were now other types of device (such as the iPod touch and 
the Sony PSP) which allowed Internet access while “on the move”; none of these used the 
mobile phone network and they thereby fell outside content regulation structures built up 
by the network operators.335  

183. Dr Byron examined in great detail the scope for improving children’s and parents’ 
media literacy. Her recommendations included a “properly funded education and public 
information and awareness campaign on child internet safety”, a “one-stop shop” for child 
Internet safety within the DirectGov information network, and more stress upon e-safety 
in schools and on teacher training programmes. She also urged better use by parents of 
parental control software and safe search settings on computers used at home.336 

184. The Children’s Charities’ Coalition on Internet Safety proposed that computer 
hardware supplied for home use should have child safety software installed and set to the 
highest level of security.337 Although Dr Byron accepted the case for the supply of hardware 
with safety software already installed, she did not agree that it should be set to the highest 
level: she believed that it would be more valuable to require users to make a decision, when 
setting up the hardware, on what level of filtering they would choose to apply. She also 
suggested that users could find the highest level of filtering so restrictive that they simply 
switched it off altogether.338 Microsoft suggested that consumers might become so 
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frustrated that they would migrate to a different technology which enabled more open and 
uncontrolled access to inappropriate content.339 

185. We endorse the thrust of Dr Byron’s recommendations on improving media 
literacy, and we commend her for her approach. However, we believe that the one-stop 
shop will only be worth locating on the DirectGov website if search tools, social 
networking sites, video-sharing sites and Internet service providers offer a direct link: 
otherwise the one-stop shop will languish in obscurity. We also recommend that all 
new computer equipment sold for home use should be supplied with a standard 
information leaflet, to be agreed with the IT hardware and software industries through 
the UK Council on Child Internet Safety, containing advice for parents on Internet 
safety tools and practices.  

186. We agree with Ofcom that parents will need to take on greater responsibility for 
protecting children from harm from the Internet and from video games. In particular, 
they should be aware of the consequences of buying devices which allow unsupervised 
access to the Internet; they should have more knowledge of young children’s social 
networking activities and be more familiar with video game content, thereby gaining a 
better understanding of the risks; and they should, wherever possible, discuss those 
risks openly with their children. We recommend that the UK Council for Child 
Internet Safety should investigate ways of communicating these messages to parents. 

6 Classification of video games 
187. Many video games—particularly those which are console based or which are supplied  
on DVD or other similar formats—fall within the definition of “video work” in the Video 
Recordings Act 1984,340 in which case their sale and distribution will be subject to controls 
under the Act if the game depicts: 

• human sexual activity or acts of force or restraint associated with such activity; 

• mutilation or torture of, or other acts of gross violence towards, humans or animals; 

• human genital organs or human urinary or excretory functions 

or if it is designed to stimulate or encourage either of the first two types of activity. Games 
which include clips from films will automatically be subject to classification. Online games, 
where the software is hosted on a website rather than on a consumer device, and which are 
played via a live Internet link, are not covered under the Act.341  

188. It is illegal to supply any non-exempt video game342 without a classification or in 
breach of a classification. Non-exempt games are therefore submitted to the British Board 
of Film Classification (BBFC), as the authority designated by the Secretary of State; once 
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classified, a video game may be marketed within the constraints imposed by the BBFC’s 
classification. 

189. Most video games do not require classification. In 2007, 101 out of the 1231 video 
games released into the UK market were submitted to the BBFC for classification either 
because they were judged by the games’ publishers to be non-exempt under the 1984 Act 
or because they contained film clips. Of these 101 games, 29 were classified as being 
suitable only for players aged 18 or above, 19 games were classified as being suitable only 
for players aged 15 and above, and 2 games were classified as being suitable only for players 
aged 12 and above. Only 2.4% of the 1231 games released in 2007, therefore, received an 
“18” certificate.  

190. Up to twelve examiners employed by the BBFC may be called upon to examine video 
games submitted for classification. Examiners play the games, typically for around five 
hours, although some games may take less time to examine and others more: Manhunt 2, 
for example, took a total of more than 100 examining hours.343 The BBFC currently 
classifies around 250 video games each year and envisages “an increase of 300-500 games 
per year” initially. Currently, the BBFC classifies a game within ten days.344 The 
classifications awarded are the same as those for films.  

The PEGI system 

191. The video games industry in the UK has operated its own ratings system for video 
games since 1994. Since 2003, the ratings used have been those of the PEGI (Pan-European 
Game Information) system, established by the Interactive Software Federation of Europe, 
and now used in 28 European countries.345 PEGI ratings are awarded in the UK by the 
Video Standards Council (VSC), a non-profit making body established in 1989 at the 
request of the Government “to develop and oversee a code of practice designed to promote 
high standards within the video and video games industries”.346  

192. PEGI is a voluntary age rating system, based on self assessment by games publishers, 
who complete an online questionnaire giving “yes” or “no” answers to a “series of carefully 
worded questions relating to the content of the game”.347 The PEGI system then specifies a 
provisional age rating. If a game is assessed as being suitable only for players over 16 or 
over 18, it is submitted to the Video Standards Council, whose examiners will play the 
game for an average of two to three hours to assess whether the publisher’s assessment is 
correct. A game’s PEGI rating may be displayed on its packaging, as may a pictogram 
further outlining the nature of the game’s content. There are seven pictograms symbolising 
violence, sex/nudity, drugs, bad language, gambling, material which may be “scary for 
young children” or “material which may encourage discrimination”.348  
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Online games 

193. Over time it is likely that more and more games will be distributed on-line. Although 
it is not a legal requirement, the BBFC now offers online distributors the opportunity to 
have their games classified by BBFC.online. The scheme offers members online 
classifications where a work has been granted a Video Recordings Act certificate with point 
of sale information using the recognised BBFC branding. Many games are classified by 
“PEGI Online”, an offshoot of the PEGI system. The same process of self-assessment and 
(if necessary) verification by the Video Standards Council  is followed; and the same 
ratings system is used. Games publishers which submit games to PEGI Online for 
classification may display the PEGI Online label on their websites. We note that mass-
market games consoles, such as Xbox, Playstation and Wii, only permit access to games 
sites that have been approved by PEGI Online. Consumers may also use filtering software 
to block access to games on websites not approved by PEGI; but we were told that some 
filters could not currently discriminate between sites approved by PEGI and those that are 
not. More sophisticated filtering software is being developed.349 

The hybrid system proposed by Dr Byron 

194. For many video games available for sale in the UK, therefore, two classification 
systems are running side by side. It was suggested to us that the dual system was confusing 
for parents and retailers,350 and Dr Byron considered the issue in her Review. She 
recommended that the two classification systems should be streamlined into one hybrid 
system, which should be extended to require classification of all games containing content 
which would presently receive a 12+ PEGI rating, to be underpinned by the statutory 
controls on supply established under the Video Recordings Act 1984. Under Dr Byron’s 
proposed hybrid system, BBFC logos and classification codes would be on the front of all 
games packaging, and PEGI would continue to award ratings to games with content 
suitable for children aged under 12.  

195. Dr Byron envisaged that the BBFC and PEGI would need to work together to align the 
criteria underlying such games for which, in effect, classification would be undertaken by 
PEGI using BBFC symbols. This proposal has provoked some anxiety in the BBFC. The 
Board’s Director, David Cooke, said in evidence that “we are always nervous about the idea 
of putting our symbols to a methodology that we are not ourselves operating”.351 However, 
the BBFC has indicated that it would be willing to accept the proposal provided that it is 
able to check the classification methods used. 

196. The Government has pledged to implement all of Dr Byron’s recommendations, 
although it has recognised the controversy generated by her proposals for games 
classification and has agreed to consult on them with the games industry and parents. The 
Byron Review Action Plan, published in June 2008, announced that the Government 
would launch a four month consultation on reforming the classification system for video 
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games in July 2008 and would publish proposals for reform by early 2009. A full  
assessment of the costs to the industry of reform will also be carried out.352  

197. We held oral evidence sessions with games developers, games publishers and bodies 
with a role in games classification, in each case after the publication of Dr Byron’s Report; 
and we questioned witnesses on whether Dr Byron’s proposed hybrid system for video 
game classification would be any clearer than the current system, given that there would 
still be two different logos for certain games—a BBFC rating on the front and a PEGI rating 
on the back. The Rt Hon Margaret Hodge MP, Minister of State at the Department for 
Culture, Media and Sport, accepted that this was a “perfectly legitimate concern, which is 
why we are going to have a period of consultation”: she added that “a system which parents 
can easily understand is the most important objective that we must bear in mind and we 
will just have to test it”.353 Ofcom took a very similar view, arguing that the critical test is 
whether people understand  and trust ratings.354 

The relative strengths of the PEGI and the BBFC systems 

198. No-one appeared to believe that the proposed hybrid system was a perfect solution. 
Witnesses representing the games industry generally favoured the PEGI system and they 
set out its strengths. Mr Darby, Operations Manager of the Video Standards Council, said 
that “the hybrid system would not have been a road that we would have suggested going 
down in the first place and  … we would have preferred a single system. However, if the 
hybrid system is the one that is recommended PEGI will certainly work towards achieving 
that.”355 Paul Jackson, Director General of the Entertainment and Leisure Software 
Publishers Association (ELSPA), argued that only a self-regulatory system would be able to 
keep up with the expected dramatic increase in the number of games and games 
components (such as new features added to existing games), reaching possibly “100,000 
game elements” in five years’ time.356 He questioned whether the BBFC would have the 
necessary resources and pointed out that PEGI was a “scaleable resource”: the number of 
games publishers/developers would always equal the number of regulators.357  

199. Microsoft pointed out that the PEGI system is more informative than the BBFC age 
classification, in that it gives parents both an age rating and a content rating for a game. 
Both Microsoft and ELSPA observed that PEGI was a self-regulatory system which was 
applied consistently across Europe.358 Mr Ramsdale, Vice-President of EA Games, a games 
publisher, told us that “from our perspective, a multinational European system makes life a 
lot easier for a multinational publisher and retailer,”359 and we can see the benefits and the 
convenience for the industry of a single assessment for authority to distribute a game 
across Europe. We note, however, that film distributors may face a similar obstacle but 
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nonetheless accept the requirement for individual assessment for distribution in each 
country . 

200. Mr Jackson, Director General of ELSPA, proposed that the controls on supply under 
the Video Recordings Act 1984 should be afforded to the PEGI system in the UK: “We 
would then have one legal system that went from the shelf through to online and there 
would be the clearest possible world within which consumers could operate.”360 Mr 
Ramsdale described the ESRB (Entertainment Software Rating Board) system in the US, 
which imposes fines and product recalls and suspends future rating services if publishers 
do not comply with the rules: “We should look at the US model. […] That is a self-
regulatory system with teeth and it works”.361 We were told that the ESRB system had 
“become the norm” in the United States and that retailers would not sell games without 
ESRB classifications; nor would console manufacturers develop consoles which would 
accept games without ESRB classifications.362  

201. Despite the industry’s doubts, the BBFC classification system has significant benefits. 
BBFC classifications are already recognised in statute; and, significantly, the BBFC logos 
are already understood and recognised by consumers, including parents who may not be 
familiar with games content but who can relate the logos to classification of film content. 
The Entertainment Retailers Association argued that the BBFC system would require 
considerably less consumer education to make it effective for games and concluded that 
“whilst neither the BBFC system nor PEGI meet all our requirements, we believe the BBFC 
system requires less work than PEGI to meet consumer needs”.363 The evidence on the 
relative familiarity of BBFC and PEGI symbols is contradictory: research commissioned by 
the BBFC suggested that the public would prefer to buy games from a website if it was clear 
that it was part of a BBFC scheme,364 but the games industry presented research 
commissioned through YouGov, suggesting that the public did not perceive one system as 
being preferable to the other.365  

202. The Government maintains that the BBFC method of classification is more thorough 
and rigorous than PEGI and believes that it “commands greater confidence”.366 The BBFC 
is confident that it would be able to absorb the extra work produced by the proposed new 
system: “We are certainly clear that it is a workable package and we do not have any 
difficulty at all with the resource implications.”367  

203. We recognise the concerns that the hybrid system for games classification 
proposed by Dr Byron may not command confidence in the games industry and would 
not provide significantly greater clarity for consumers. We believe that, ideally, a single 
classification system should be adopted. While either of the systems operated by the 
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BBFC and by PEGI would be workable in principle, we believe that the widespread 
recognition of the BBFC’s classification categories in the UK and their statutory 
backing offer significant advantages which the PEGI system lacks. We therefore agree 
that the BBFC should continue to rate games with adult content and should have 
responsibility for rating games with content appropriate only for players aged 12 or 
above, and that these ratings should appear prominently. Online distributors should be 
encouraged to take advantage of the BBFC.online scheme which should be promoted as 
offering greater confidence to parents about the nature of the game. While we hope 
that PEGI will work with the BBFC to develop a single system, distributors are of 
course free to continue to use PEGI ratings in addition, as they do at present.  
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Conclusions and recommendations 

1. We agree that any approach to the protection of children from online dangers should 
be based on the probability of risk. We believe that incontrovertible evidence of harm 
is not necessarily required in order to justify a restriction of access to certain types of 
content in any medium.  (Paragraph 53) 

2.  It is sensible that parents set boundaries for their children’s online activities, but a 
totally risk-averse culture in parenting will not equip children to face dangers which 
they will inevitably encounter as they grow older. (Paragraph 54) 

3. The Home Office Task Force on Child Internet Safety has, by common consent, 
done good work and has served its purpose well; but its loose funding and support 
structures have given the impression that its work is of a comparatively low priority. 
We agree with Dr Byron that the structure and funding of the Task Force should be 
formalised. We also welcome the announcement by the Government that the date 
for establishment of the Council is to be brought forward from April 2009 to 
September 2008. However, we are concerned at reports from some key players that 
there has been no contact with Government to take this forward and from others 
that there has been little opportunity to influence decisions as to how the Council 
will operate in practice. We expect the Government to address these issues urgently. 
(Paragraph 62) 

4. We agree that the Council, at least in its early years, should be chaired by a Minister, 
to ensure that Council members have direct access to public policy-making. 
However, we question the proposed joint chairing arrangement, which excludes 
DCMS Ministers. We believe that it would be unfortunate if DCMS were to appear 
subsidiary in Council governance, given its role in media regulation, although we 
recognise the practical difficulties in sharing the chairing role between many 
Departments: indeed, we question whether co-chairing is desirable in principle. We 
invite the Government to consider carefully whether to appoint a single lead 
minister, either from one of the Departments represented or perhaps from the 
Cabinet Office. There may be a case in future for the Council to be chaired by 
someone who sits outside Government, particularly if the role of the Council is to 
expand. Given that the Government has accepted Dr Byron’s recommendations in 
full, we believe it should now move quickly to provide a budget. (Paragraph 66) 

5. While there might be an expectation that most of the Council’s effort would be 
directed towards child protection, we believe that there is a danger of overlooking 
possible harm to vulnerable adults, and we recommend that the Government should 
give this proper consideration when deciding the Council’s terms of reference. 
(Paragraph 67) 

6. We are much impressed by the work of the Child Exploitation and Online 
Protection Centre and its close co-operation with charities such as the National 
Society for the Prevention of Cruelty to Children. However, we are concerned that 
levels of funding are not keeping pace with the increasing volume of work which is 
referred to the Centre, and we therefore encourage the Government to look 
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favourably on any request by CEOP for increased resources. We also welcome the 
financial contribution made by charities and industry, and we believe that the latter 
should be increased: business models for Internet-based services rely upon public 
confidence that networking sites are safe to use, and CEOP plays a large part in 
delivering that safety. (Paragraph 70) 

7. We strongly recommend that terms and conditions which guide consumers on the 
types of content which are acceptable on a site should be prominent. It should be 
made more difficult for users to avoid seeing and reading the conditions of use: as a 
consequence, it would become more difficult for users to claim ignorance of terms 
and conditions if they upload inappropriate content. The UK Council for Child 
Internet Safety should examine this at an early stage and produce recommendations 
as to how it is best achieved. (Paragraph 85) 

8. We are also concerned that user-generated video content on sites such as YouTube 
does not carry any age classification, nor is there a watershed before which it cannot 
be viewed. We welcome efforts by YouTube to identify material only suitable for 
adults, such as that containing foul language, and to develop potential controls to 
prevent children from accessing it. (Paragraph 86) 

9. We do not believe that it is in the public interest for Internet service providers or 
networking sites to neglect screening content because of a fear that they will become 
liable under the terms of the EC E-Commerce Directive for material which is illegal 
but which is not identified. It would be perverse if the law were to make such sites 
more vulnerable for trying to offer protection to consumers. We recommend that 
Ofcom or the Government should set out their interpretation of when the E-
Commerce Directive will place upon Internet service providers liability for content 
which they host or to which they enable access. Ultimately, the Government should 
be prepared to seek amendment to the Directive if it is preventing ISPs and websites 
from exercising more rigorous controls over content. (Paragraph 95) 

10. We found the arguments put forward by Google/You Tube against their staff 
undertaking any kind of proactive screening to be unconvincing. To plead that the 
volume of traffic prevents screening of content is clearly not correct: indeed, major 
providers such as MySpace have not been deterred from reviewing material posted 
on their sites. Even if review of every bit of content is not practical, that is not an 
argument to undertake none at all. We recommend that proactive review of content 
should be standard practice for sites hosting user-generated content, and we look to 
the UK Council proposed by Dr Byron to give a high priority to reconciling the 
conflicting claims about the practicality and effectiveness of using staff and 
technological tools to screen and take down material. (Paragraph 96) 

11.  File titles and screening tools can help to identify files which appear to present a 
particular risk of exposure to inappropriate material. We encourage sites which 
handle user-generated content to develop as a priority technological tools to screen 
file titles and prevent the upload of—or quarantine—material which potentially 
violates terms and conditions of use until it has been reviewed by staff. We also 
encourage sites to share their knowledge and expertise at the UK Council on Child 
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Internet Safety, with a view to developing codes of practice for prior screening of 
material. (Paragraph 97) 

12. We find it shocking that a take-down time of 24 hours for removal of child abuse 
content should be an industry standard. (Paragraph 98) 

13. We believe that there is a need for agreed minimum standards across industry on 
take-down times in order to increase consumer confidence. We recommend that the 
UK Council on Child Internet Safety should work with Internet-based industries to 
develop a consistent and transparent policy on take-down procedures with clear 
maximum times within which inappropriate material will be removed. This should 
be subject to independent verification and publication.  (Paragraph 99) 

14. We await the announcement by the Ministry of Justice on whether the law might be 
strengthened to help prevent the use of the Internet to encourage suicide. Even if it 
concludes that the offence of assisting suicide is clear enough in law to enable 
successful prosecutions of those responsible for websites which assist or encourage 
suicide, we believe that the law should not be the only means of controlling access. 
The characteristics of the offence should be clear enough in law to enable access to 
such sites to be blocked on a voluntary basis, possibly through the procedures 
established by the Internet Watch Foundation. The UK Council for Child Internet 
Safety should accord a high priority in its work programme to discussions with the 
Ministry of Justice on whether the law on assisted suicide is worded clearly enough 
to include websites which encourage suicide and to enable action to be taken to block 
access to websites which assist or encourage suicide. (Paragraph 117) 

15. At a time of rapid technological change, it is difficult to judge whether blocking 
access to Internet content at network level by Internet service providers is likely to 
become ineffective in the near future. However, this is not a reason for not doing so 
while it is still effective for the overwhelming majority of users. (Paragraph 119) 

16. We believe that there would be advantage in establishing a forum at which 
governments or regulators from across the world could try to find common ground 
on how access to content on the Internet should be treated. This may, in time, lead to 
a more co-ordinated effort in frustrating access to material which is widely perceived 
as harmful. We recommend that the Government should take a lead in establishing 
such a forum. (Paragraph 124) 

17. It is clear that many users of social networking sites, particularly children, do not 
realise that by posting information about themselves, they may be making it publicly 
available for all to see. We recommend that social networking sites should have a 
default setting restricting access and that users should be required to take a deliberate 
decision to make their personal information more widely available. We also 
recommend that consideration be given to alerting users through pop-up displays 
about the risks involved in submitting personal details without restricting access. 
(Paragraph 128) 

18. We commend Microsoft for providing a facility for direct reporting to the Child 
Exploitation and Online Protection Centre within Windows Live Messenger. We 
believe that high profile one-click facilities for reporting directly to law enforcement 
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and support organisations are an essential feature of a safe networking site. We 
recommend that the UK Council for Child Internet Safety should impress upon 
providers of networking services the value of direct one-click reporting from their 
websites to law enforcement agencies and voluntary sector organisations with 
expertise in offering support to vulnerable people. We also believe that facilities for 
reporting abuse should be obvious to users and should be directly accessible from all 
relevant pages of a website, close to the entry point. We would expect providers of all 
Internet services based upon user participation to move towards these standards 
without delay. (Paragraph 132) 

19. We recommend that network operators and manufacturers of mobile devices should 
assess whether it is technically possible to enable images sent from mobile devices to 
be traced and viewed by law enforcement officers with the appropriate authority.  
(Paragraph 138) 

20. We commend Microsoft for their efforts to ensure that there are varied and effective 
parental controls built in to their hardware. We believe that other console 
manufacturers should be encouraged at least to match these. We hope that this 
matter will also be considered at an early date by the UK Council on Child Internet 
Safety.  (Paragraph 140) 

21.  We expect the Government to apply continuing, and if necessary, escalating 
pressure on Internet service providers who are showing reluctance to block access to 
illegal content hosted abroad. In a lucrative market, the cost to Internet service 
providers of installing software to block access to child pornography sites should not 
come second to child safety.  (Paragraph 146) 

22. We believe that leaving individual companies in the Internet services sector to 
regulate themselves in the protection of users from potential harm has resulted in a 
piecemeal approach which we find unsatisfactory. Different practices are being 
followed and there is a lack of consistency and transparency, leading to confusion 
among users. Nor is there any external mechanism for complaints about services 
provided by Internet-based industries to be considered by an independent body. 
However, we do not believe that statutory regulation should be the first resort. 
Instead, we propose a tighter form of self-regulation, applied across the industry and 
led by the industry. We therefore call on the industry to establish a self-regulatory 
body which would agree minimum standards based upon the recommendations of 
the UK Council for Child Internet Safety, monitor their effectiveness, publish 
performance statistics and adjudicate on complaints. (Paragraph 153) 

23. We recognise that a number of companies may choose to set higher standards for 
their own commercial reasons, but the public need the assurance that certain basic 
standards will be met. This is particularly important in the area of child protection 
and Internet safety. However, the new body might also take on the task of setting 
rules governing practice in other areas such as on-line piracy and peer to peer file-
sharing, and behavioural advertising, which although outside the scope of this 
inquiry are also of public concern. Given the global nature of the industry, it is 
impossible to make membership compulsory for all service providers, but a 
widespread publicity campaign should ensure that consumers are aware that they 



70     

 

 

can have confidence in the standards of protection and reputable practice which 
membership of the body carries with it and that this cannot be guaranteed by those 
companies that choose not to join. (Paragraph 154) 

24. Our preferred model for any new body to maintain standards among providers of 
Internet-based services is that of the Advertising Standards Authority, which is 
generally successful at securing compliance with codes for advertising standards but 
which, if necessary, may refer companies which persistently breach those standards 
to statutory regulators that can apply penalties.  (Paragraph 155) 

25. We commend the Government for the action it has taken to motivate the Internet 
industry, the voluntary sector and others to work together to improve the level of 
protection from risks from the Internet, particularly for children. However, we regret 
that much of this work remains unknown and has therefore done little to increase 
public confidence. We look to the UK Council to build on the existing agreements 
and to ensure a much greater public awareness of what has already been achieved. 
(Paragraph 157) 

26. We also note that the Government originally suggested that four different Ministers 
should give evidence to our inquiry and it does seem that there is scope for improved 
co-ordination of activity between different Government departments. We 
recommend that a single Minister should have responsibility for co-ordinating the 
Government’s effort in improving levels of protection from harm from the Internet, 
overseeing complementary initiatives led by different Government departments, and 
monitoring the resourcing of relevant Government-funded bodies. (Paragraph 159) 

27. We endorse the thrust of Dr Byron’s recommendations on improving media literacy, 
and we commend her for her approach. However, we believe that the one-stop shop 
will only be worth locating on the DirectGov website if search tools, social 
networking sites, video-sharing sites and Internet service providers offer a direct link: 
otherwise the one-stop shop will languish in obscurity. We also recommend that all 
new computer equipment sold for home use should be supplied with a standard 
information leaflet, to be agreed with the IT hardware and software industries 
through the UK Council on Child Internet Safety, containing advice for parents on 
Internet safety tools and practices.  (Paragraph 185) 

28. We agree with Ofcom that parents will need to take on greater responsibility for 
protecting children from harm from the Internet and from video games. In 
particular, they should be aware of the consequences of buying devices which allow 
unsupervised access to the Internet; they should have more knowledge of young 
children’s social networking activities and be more familiar with video game content, 
thereby gaining a better understanding of the risks; and they should, wherever 
possible, discuss those risks openly with their children. We recommend that the UK 
Council for Child Internet Safety should investigate ways of communicating these 
messages to parents. (Paragraph 186) 

29. We recognise the concerns that the hybrid system for games classification proposed 
by Dr Byron may not command confidence in the games industry and would not 
provide significantly greater clarity for consumers. We believe that, ideally, a single 
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classification system should be adopted. While either of the systems operated by the 
BBFC and by PEGI would be workable in principle, we believe that the widespread 
recognition of the BBFC’s classification categories in the UK and their statutory 
backing offer significant advantages which the PEGI system lacks. We therefore 
agree that the BBFC should continue to rate games with adult content and should 
have responsibility for rating games with content appropriate only for players aged 
12 or above, and that these ratings should appear prominently. Online distributors 
should be encouraged to take advantage of the BBFC.online scheme which should be 
promoted as offering greater confidence to parents about the nature of the game. 
While we hope that PEGI will work with the BBFC to develop a single system, 
distributors are of course free to continue to use PEGI ratings in addition, as they do 
at present.  (Paragraph 203) 
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